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Effects of Phase Noise on OFDM Systems With and
Without PLL: Characterization and Compensation
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Abstract—In this paper, we propose an algorithm for suppress-
ing intercarrier interference due to phase noise in coded orthogonal
frequency division multiplexing (OFDM) systems. The algorithm
approximates the phase-noise waveform by using a Fourier series
approximation for the current phase-noise realization. Therebyj, it
cancels the effects of the phase noise beyond the standard common
phase error correction used in contemporary OFDM standards.
The algorithm requires that the correlation properties of the in-
tercarrier interference are known. We calculate these properties
in terms of the phase-noise spectral correlation matrix for both
Wiener and Ornstein—Uhlenbeck phase-noise models, respectively.
This modeling corresponds to a free-running oscillator, as well as
a phase-locked loop realization of the local oscillator in orthogonal
frequency division multiplexing transceivers. For both transceiver
configurations, we investigate the performance of the proposed al-
gorithm. It is demonstrated that the new algorithm achieves as
much as one order of magnitude better performance in terms of
packet/bit error rate when compared to a receiver with only the
common phase error suppression.

Index Terms—Orthogonal frequency division multiplexing
(OFDM), phase-locked loop, phase noise.

1. INTRODUCTION

ODAY, both broadcasting [digital video broadcast (DVB)]

[1] and wireless local area networks (WLAN) within the
family of 802.11 standards [2], adopt orthogonal frequency divi-
sion multiplexing (OFDM) as the modulation type. As robust as
OFDM systems are, e.g., to frequency selective fading, they are
equally sensitive to synchronization errors, one of them being
phase noise. Phase noise arises predominantly due to imper-
fections of the local oscillator (LO) in the transceiver. Essen-
tially, it represents a time-varying drift of the LO phase from its
reference.

Striving for higher spectral efficiency and data rate, solutions
for the problem become even more relevant, as they allow the
use of higher order modulation or the placement of subcarriers
closer together. With recent advances in device technology, the
use of higher frequency bands (20-60 GHz), where plenty of
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bandwidth is available, becomes an option [3] for WLAN. How-
ever, because the effect of a noisy oscillator grows quadratically
with the carrier frequency, the phase noise becomes critical.
Thus, knowing the effects of phase noise and keeping them be-
low a certain level will play an important role in future wireless
communication systems.

The influence of phase noise on OFDM has been extensively
analyzed [4]-[10], starting with the SNR expressions for small
angle phase noise in [4] or the investigation of the contributions
of common phase error (CPE) and intercarrier interference (ICI)
in [5]. More recently, a closed-form SINR expression for OFDM
affected by phase noise together with a general phase-noise sup-
pression algorithm was presented in [10] where a good overview
of the problem is given.

In this paper, we want to go beyond the standard approach to
compensate the CPE [10]-[12]. Our primary aim is to investigate
the potential of an ICI suppression algorithm first described
in [13] (a similar idea was described independently almost at
the same time in [14], other approaches can be found in [15]
and [16]).

Another question concerns the performance difference of
OFDM receivers using free-running oscillators (phase noise
modeled as a Wiener process that is usually studied in the liter-
ature) and receivers with a phase-locked loop (PLL) (Ornstein—
Uhlenbeck process). Applying the techniques developed re-
cently in [17] and [18] to OFDM transmission, we show for
a system similar with 802.11a parameters that a better CPE
correction can be achieved under the action of a feedback loop.

Taking this as a background, the present paper has the fol-
lowing objectives.

1) Propose and study the capability of the aforementioned
ICI suppression algorithm, which estimates and corrects
the phase-noise waveform using a truncated Fourier series
in a decision feedback manner.

2) Provide an approach to characterize the intercarrrier in-
terference in terms of its correlation properties, which are
required by the algorithm.

3) Compare the performance of phase-noise correction (CPE
and/or ICI) in OFDM systems for Wiener and Ornstein—
Uhlenbeck phase-noise models, representing free-running
oscillators and PLLs, respectively.

The outline of the rest of the paper is as follows. Section II
presents the system model followed by the phase-noise models
for a free-running oscillator and a PLL in Section III. Section IV
presents the iterative decision feedback algorithm for ICI sup-
pression, which extends our previous work [13], [19], [20].
Because the algorithm requires the properties of ICI in terms of
a spectral correlation matrix (of the phase-noise process), these
are calculated in Section V.
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In Section VI, we show that the iterative approach can sig-
nificantly reduce error propagation as compared to correction
in a single step used in our initial work and to pure CPE cor-
rection. Comparing the results for free-running oscillators and
PLLs as a function of oscillator linewidth for additive white
Gaussian noise (AWGN) and fading channels, we illustrate the
performance gains relative to standard CPE correction.

II. SYSTEM MODEL
A. OFDM Transmission

We consider coded OFDM transmission, assuming a system
with N subcarriers, carrier spacing A fcarr, a bandwidth of
W hertz and a sampling rate 75, = 1/W. Since OFDM trans-
mission is block oriented, quadrature-amplitude modulation
(QAM) symbols X,(cm), k=0,1,...N — 1 to be transmitted
within the mth OFDM symbol, are grouped into (/N x 1) vec-
tors X (") = [X(gm), Xl(m)7 .. ,XJ(\,@I]T. An inverse discrete-
time Fourier transform on X (") gives a continuous time rep-
resentation of the complex envelope of an OFDM symbol of
duration T = NT, = 1/A fear!

N-1
1 .
(m)(t) _ X(m) j2mkt)T (t) (1)
T y—— € w
VN kzzo F

where w(t) denotes a rectangular window of height one and
duration T'. Subsequently, we focus on the discrete-time signal
in the digital baseband obtained from (1) by sampling at time
instants t = nT/N = nTy

N-1
1 )
T, = —— § XkGJQTFk"/N7 nef{0,...N—-1} (2
VN =

To allow simple one-tap equalization and to avoid interfer-
ence among subsequent OFDM symbols, a so-called cyclic pre-
fix or guard interval [21] of length G samples is prepended
to a sampled envelope signal, resulting in a combined
sequence Xiot = [EN-Gy---sTN-1,L0,--.,ZN-1] Of length
Niot = N + G samples and duration Tyt = Top + 7. The
guard interval, the length of which is chosen to be a certain frac-
tion of the signaling interval 7', will be longer than the channel
impulse response. This implies that there is no intersymbol in-
terference within the window of N samples, and that the whole
processing can be done in a symbol-by-symbol manner. For that
reason, without loss of generality, we drop the OFDM symbol
index m hereafter.

This sequence is upconverted to RF and transmitted through
the channel, which is described by a time discrete impulse re-
sponse h = [hg, hy,...,hr_1]T of duration LT,. We assume
that the channel estimates are ideal. Additionally, we assume

'Throughout the paper, we use lower case letters for time-domain and upper
case for frequency-domain values. Vectors and matrices are indicated with bold-
face and their components with subscripts, e.g., X = [Xo, X1,..., Xy_1]T.
The superscripts “I"™” and “H” at a vector/matrix indicate transpose and hermi-
tian (conjugate transposition). For correlation matrices, subscripts indicate the
quantities that are correlated with each other, while the arguments in brackets
specify the relative shift, e.g., R 7 (p, q). Finally, E denotes expectation, and
the symbol ® denotes circular convolution.

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 55, NO. 8, AUGUST 2007

that the channel does not change during the transmission of
one OFDM symbol. Although the analysis in this paper can be
applied for any receiver architecture, for simplicity we adopt
a direct conversion receiver [22], which means that both up-
and downconversion are done in one step. Up- and downcon-
version oscillators are ideally harmonic functions of the form
wideal(1) = e127fet with carrier frequency f...

Phase noise is inherently present in oscillators, and its effect
is equivalent to a random phase modulation of the carrier. Thus,
the nonideal carrier signal has the form 21¢2!(¢) = e/2mfet+e(t)
with ¢(t) as the random phase-noise process further discussed
in Section IIL

In general, phase noise is present at both the transmitter and
the receiver, and has to be described as two multiplicative dis-
tortions together with the convolution by the channel impulse
response [23]. However, for a small phase-noise bandwidth (rel-
ative to the subcarrier spacing, i.e., small total phase increment
during one OFDM symbol), the resulting effect approximately
equals that from the phase-noise process with a total bandwidth
that is the sum of both the processes. We, therefore, restrict our
discussion to the case with phase noise at the receiver only.”

B. OFDM Reception in the Presence of Receiver Phase Noise

In the ideal case, the transmitted symbols on all subcarriers
k=0,1,..., N — 1 can be ideally recovered from the received
signal samples. After removing the samples of the received sig-
nal which belong to the cyclic prefix, a discrete Fourier trans-
form (DFT) operation is performed to the remaining samples.
This leads to

i

1 .
Rk 7"7L€7j27rkn/N. (3)

TN

The influence of phase noise on the received signal is most easily
recognized by the following reasoning: Due to the cyclic prefix,
the signal after the channel is equal to a circular convolution of
the transmitted OFDM signal and the channel impulse response.
Phase noise at the receiver affects the received signal as an angu-
lar multiplicative distortion in the time domain. Multiplication
of two signals in the time domain is equivalent to convolving the
spectra of the corresponding signals in the frequency domain.

To be precise, since discrete signals are considered here, in
the frequency domain, the spectra of the two signals are circu-
larly convolved [24]. The demodulated carrier amplitude Ry at
subcarrier k is, therefore, obtained as [4], [9], [13]

0

r = diag(e’®) (x ® h)
R =J06 (XH) “)

2The model, therefore, directly applies to broadcasting applications, e.g.,
digital video broadcast (DVB), where the transmitter is of high quality while
the mobile station is relatively cheap and of low quality. In case of WLAN
applications where both access points and mobile stations are required to be
cheap, the model could be used by doubling the assumed phase-noise bandwidth
at the receiver assuming symmetry. We observed, indeed, that the proposed
iterative correction performed almost identically when the phase-noise process
was distributed equally between the transmitter and the receiver.
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N-1
= Ry = X Hy Jo + Z XiHJg—1 +nk- ®)
g =00+

ICI

The matrix diag(e’®) represents the current phase-noise real-
ization ® = [¢ ... dn—_1], X and Hy, stand for the transmitted
symbols and the sampled channel transfer function at subcarrier
frequency k. The additive white noise 7y, is unaffected in its sta-
tistical properties by the fast Fourier transform (FFT). The vector
J contains the DFT coefficients J;,i = —N/2,...,N/2 — 1 of
the current realization of the process e/®

1 N-1 ) ‘ )
J’i — N Z e']d)" e—jQﬂ'n’L/N. (6)
n=0

The DC coefficient .Jy acts on all subcarriers as a common fac-
tor (5). In one OFDM symbol, it can be approximated for small
phase noise as Jy =~ ¢, where ¢ corresponds to the mean ro-
tation during that symbol. The common phase error must be
corrected to obtain acceptable performance. This CPE correc-
tion is done by estimating the average rotation angle ¢ during
one OFDM symbol (typically using pilots) and derotating the
demodulated amplitudes Rj, after equalization, e.g., according
to the methods described in [11] and [12].

III. PHASE-NOISE MODEL

In this section, we provide a summary of phase-noise models
for two practical realizations of the LO, i.e., when the LO is
realized as a free-running oscillator and as a PLL synthesizer.
Asin[17] and [25], to characterize carrier imperfections, we use
a random carrier time shift (¢) rather than the phase shift ¢(¢).
A noisy LO output signal is then described as z.(t + «(t)).
Phase and time shift at the carrier frequency are related by

¢(t) = 2m fea(t).

A. Free-Running Oscillator

To describe the phase-noise process of a free-running oscil-
lator, we employ the phase-noise model introduced in [17]. We
summarize the most important results which we use for self-
consistency as follows. The time shift a(t) is asymptotically
(for large t) a Wiener or Brownian motion process

a(t) = VeB(t) )

where c is a parameter describing the oscillator quality. B(t)
stands for a standard Wiener process, i.e., an accumulated gaus-
sian RV of unit variance A(0,1). Because B(ts) — B(t1) o
V|t2 — t1|N(0, 1), the variance of the Wiener process increases
linearly with time, i.e., O'i = ct and the autocorrelation function
of the process «(t) can be calculated as [17], [26]

E{a(t)a(t+7)} = cmin(t, t + 7). 8)
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Fig. 1. Principal PLL components with the signals mentioned in the text.

In practice, the constant c is not directly available.® Instead, a
measure used to describe oscillator performance is the decay of
the oscillator power spectral density around the first harmonic
L(fm)[dBc/Hz] [7], [17], where f,, is the frequency offset with
respect to the carrier (oscillator) frequency f..

The connection between L(f,,) and ¢ is achieved through
the relation £(f,,) ~ 10logy, (¢f2/f2) [17], which holds for
fm much larger than the phase noise 3-dB bandwidth, denoted
by A fsqp. The relation between ¢ and A f3qp is given by ¢ =
Afsap/mf2 [171.

To characterize the phase-noise strength in OFDM trans-
mission, we adopt a parameter widely used in the literature
[4], which is the reduced or relative phase-noise bandwidth

5PN = AdeB/Afcarr-

B. PLL Synthesizer

In Fig. 1, the block diagram of the PLL together with time de-
viations at specific nodes of the PLL is shown. A negative feed-
back loop is closed around a low-quality voltage controlled os-
cillator (VCO). The frequency of the VCO is controlled through
the phase detector (PD) and the low-pass filter (LPF) by the
reference signal. Even though the reference signal stems from
a very stable oscillator, this signal will, in reality, always fea-
ture a time deviation v, (t) compared with the desired signal.
As «a;,(t) is at the output of the free-running oscillator, it is a
Wiener process. The time deviation at the output of the PLL is
denoted as ay co(t).

If one defines [5(¢) as the time deviation at the input of the
low-pass loop filter of the PLL, given as

B(t) = avco(t) — ain(t) ©)

then, it is shown in [18] that ayco(t) is an Ornstein-Uhlenbeck
process [26]. The correlation properties of «;,, (t) and 3(t) are

BA{Bt)am(ta)} = 3 el im0t

(10)
=1

E{B(t1)B(t2)} = > e Hiltal (11)
i=1

respectively. The parameter n, = 1 + o,y represents the incre-
mented order ojpr of the loop filter within the PLL. A general

3In the existing literature, phase noise in OFDM is often described as a
Brownian motion process ¢(t) with variance 273t, where 3 = 2A f34g, i.e.,
the frequency spacing between the 3-dB points of the Lorentzian power spectal
density. The connection between ¢ and (3 is obtained through: ai =275t =

47r2fc20(2l = 47r2fczct = A7 Afagp = 47r2fgc = Afsqp = Trffc.
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Fig. 2. Example of a phase-noise realization and its approximation using

different orders of its current spectral components J;.

algorithm is given in [18] to calculate all parameters of the PLL
that are needed for its noise analysis, i.e., A;, i;, and v;. In
Appendix B, closed-form expressions for the parameters of the
exemplary charge pump PLL used throughout this paper can be
found. These correlation properties will be used later in this pa-
per. It is to be noted that the phase noise in this case is calculated

as gf)(t) = 27chavco(t).
IV. PHASE-NOISE CORRECTION

In this section, we present an algorithm for ICI suppression
whose basic idea is as follows: Phase-noise compensation
beyond simple CPE correction will become possible if a reliable
estimate of the instantaneous realization of the phase-noise
process can be obtained. If several of the previously introduced
DFT coefficients .J; (representing the spectral components
of the current segment of the random process e/?; see (6))
would be known, they could be used to provide this desired
approximation of the current phase-noise realization. Addition-
ally, because ¢’/% has the characteristics of a low-pass signal
(Lorentzian spectrum of the Wiener process), one can expect
that only a few spectral components give a good approximation
of such a phase-noise realization.

This concept is illustrated in Fig. 2 for the example of a free-
running oscillator with relative phase-noise bandwidth dpy =
10~3. We see that including the terms .J; up to the second-order
approximates the phase-noise realization much closer than the
DC value alone corresponding to the standard CPE correction
(Oth order approximation).

Our proposed ICI cancelation algorithm should, thus, pro-
vide estimates of as many spectral components J;, i =
—N/2,...,N/2 —1 as possible. The required J; are hidden
in the observed subcarrier symbols R;,l =0,1,..., N —1 at
the output of the DFT demodulator [see (5)]. A trade off between
reliable estimation and approximation order has to be found.

A. Estimation of the Spectral Components J (i)

The problem of estimating these Fourier coefficients up
to a certain order can be recognized as a linear estimation
problem [27, Ch. 10], [28]. A parameter vector (in our case, the
coefficients .J;) disturbed by Gaussian noise due to the AWGN
term and the remaining ICI beyond the estimation order has to
be estimated.
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To obtain this model, we rewrite (5) using a subset L =

{l1,1a,..., lp} of reliably detected subcarrier symbols
Jo
Ry, A, o A Ji
Rl2 Al2 Al2+u J 1
Ry, A o At Ju
A . J-u ,
Ju
Crornn, i,
Creris My
. + | . (12)
CICI,IP Nip
———
Crer n

It is to be noted that for the product Ry Hj) we used Aj as
an abbreviation. The set L, taken from the whole set of carrier
indices {0, 1,..., N — 1}, has to be of cardinality at least 2u +
1 to solve for the desired number of unknowns at estimation
order u.

Finally, we rewrite (12) in compact form as

R=AJ, te (13)

where € = (c; + 17 represents the effective measuring noise
that combines the AWGN contribution plus the residual ICI
beyond the current estimation order w.

The system model represented by (13) is a linear model with
respect to the vector J,, and we choose the minimum mean
square estimation (MMSE) to estimate this vector from the de-
modulated received symbols vector R.

The MMSE estimate [28] of the vector J,, is given by

~

J.=MR (14)

with the filtering matrix

M=Ry ; AY(AR; ; A" + R.)! (15)

where R ;, s, and R, represent the correlation matrices of J,,
and g, respectively. The estimation of J,, assumes knowledge
of one part of the transmitted symbols apart from the channel
knowledge. This knowledge is obtained in a decision feedback
(DF) manner as described in Section IV-B. The detailed calcu-
lation of the correlation matrices R, s, and R.. is presented
in Section V.

B. ICI Correction Algorithm

Now, we are in the position to present our ICI suppres-
sion algorithm, which can be performed once the DFT coef-
ficients are known. Phase noise suppression in the time domain
would be a logical approach. One should multiply samples
of the received signal (after the removal of the cyclic prefix)
rn,m=0,1,..., N — 1 with the estimate of e~7%». However,
to avoid additional FFT operations, multiplication in the time
domain for discrete-time systems can be mapped to a circu-
lar convolution of the involved DFT spectra in the frequency
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Fig. 3. Block diagram of the iterative phase-noise suppression algorithm.

domain. As we estimate only a small number of phase-noise
DFT coefficients (the rest is assumed to be zero), the compu-
tational complexity of the deconvolution can be significantly
reduced.

In our case, this means that ICI cancelation for one OFDM
symbol in the frequency domain can be done by circularly con-
volving the vector of the demodulated symbols of all subcar-
riers R = [Ry, ..., Ry_1]T with the vector of the estimated
DFT coefficients of the vector e 7?. Using the properties of
the DFT (see, e.g., [24]), if J= DFT{e’?}, the spectrum of
the complex conjugate signal ¢ /¢ (U = DFT{e 7?}) reads
U; —J’il,i: —N/2,...,N/2—1.

Therefore, ICI suppression in the frequency domain can be
realized by circularly convolving the vectors R and U to obtain
the corrected vector of subcarrier symbols Ry

Ry =Ry o U. (16)

The main task of the algorithm, thus, consists in estimating
the DFT components of the current phase-noise realization and
in suppressing the ICI by performing a deconvolution in the
frequency domain. It can be summarized as follows (see the
block diagram in Fig. 3).

e Step I: Use standard OFDM demodulation to obtain an
estimate Jy of J, using one of the approaches for CPE
estimation [11], [12] to derotate the demodulated signal
constellation.

e Step 2: Using such a derotated constellation, make a deci-
sion on the transmitted symbols and use these hard deci-
sions for the estimation of the J}, 1= —u,...,u,according
to the method provided in Section IV-A.

e Step 3: The estimated DFT coefficients ji, 1= —Uy...,U
comprise the vector J. All terms J;, |i| > u that are not
estimated are set to be zero. The vector U of the estimated
DFT coefficients of e~/ can then be formed as described
earlier in this section.

The demodulated symbols with suppressed ICI up to order
u are obtained as RN =Ry® U.
After the first iteration, instead of hard decisions based on
the initial CPE correction, symbol estimates after decoding are
used to improve the estimate of the DFT coefficients J;.

1611

C. Iterative Phase-Noise Suppression

An increasing number of reliable symbols, which are used for
phase-noise estimation, will improve the quality of the phase-
noise estimation and, thus, the quality of the phase-noise sup-
pression. This can be achieved if the algorithm proposed in
Section I'V-B is applied iteratively, meaning that the transmitted
symbols are reconstructed after phase-noise correction and used
again for a consecutive phase-noise estimation and correction
(see Fig. 3).

A further refinement would be to use soft output from a MAP
decoder to find the reliable transmitted symbols [20] for the next
iteration. In this paper, we avoid this additional complexity and
use standard Viterbi decoding, selecting the subset of subcarriers
used for phase-noise estimation from the strongest channels and
their neighboring channels.

V. PROPERTIES OF ICI

In order to be able to calculate the filtering matrix in (15), the
correlation properties of the vectors J,, (the Fourier coefficients
of the phase noise up to order u) and € (the remaining noise due
to ICI plus AWGN) have to be calculated. These are given by
the correlation matrices R, 5, and R, respectively.

An important difference of our analysis [19], [29] to previ-
ous approaches [9], [30], [31] is that we consider the signal
¢7?() rather than the phase ¢(t). The advantage of this kind of
approach is that even if ¢(¢) is nonstationary with undefined
spectrum (e.g., a Wiener process), the signal e79()_in contrast,
is stationary and has a well-defined spectrum [17].

A. Phase-Noise Spectral Correlation Matrix

Our starting point is the vector J = [J_p/a . .. JN/Q,l]T of
DFT coefficients of one realization of ¢/¢» during one OFDM
symbol, as given by (6). The correlation matrix of this vector is
defined as R;; = E{JJ*}. Using (6), the (p, q)th element of
the correlation matrix R ;s is calculated as

Rys(p.q) = E{JpJ;}
N-1N-1
{Z S (oo j?J(pkql)}
k=0 1=0
~1N-1
N2 Z Z E{eJAqﬁu}efj%”(pk'fql). (17
k=0 1=0

In order to evaluate (17), the expectation E{e/2?} has to be
calculated for each parameter pair k,1 € {0,1,..., N — 1}.
Using the characteristic function ; of the random
variable A¢y; defined as ¢y (w) = E{e’“A%}, one rec-
ognizes that E{e’2?*} =y (w =1). Thus, it follows
that the desired autocorrelation coefficients equal the two-
dimensional discrete-time Fourier transform [24] of (1),

(k,le{0,1,..., N—1})
Ryy(p,q) = E{JpJy}
~1N-1
P20 (ko
N2 Z Zwkl e I WPh=dl) (1)
k=0 1=0
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Therefore, if ¥y (1), k,1 =0,1,... N — 1 is known, the el-
ements of the correlation matrix R ;; can be calculated using
(18).

Using the work of [17] and [18], the characteristic function
(1) for the two practical cases of interest, i.e., for a free-
running oscillator and for the frequency synthesizer realized by
a PLL, can be expressed in closed form (more details on these
expressions can be found in Appendix I-A and in [17], [18]).

1) Free-running oscillator

wZelk=1|Ts
—eoelfils

E{f2%} =¢ (19)
2) PLL synthesizer
E {ejAQM}
w2 no iy
— =L cin|k—UTs+2) .~ ( i+ui)<lfe ikt ‘))
e ® ( >l . (20)

B. ICI Power

Consider again the ICI sum in (5). The correlation between the
DFT coefficients J;, if any, is destroyed due to the randomiza-
tion by data symbols and channel coefficients. Assuming that
E{X;X}} =E;6(k—1), where 6(-) denotes the Kronecker
impulse and E{|H?} = 1, the total ICI power can be calculated
as

2
Nj2-1
> X Hi i

I=-N/2
1#0

2 _
oicr =FE

N/2-1

= S B{Xial?} B{{Hi?} B{I1?)

I=-N/2
1#0

N/2—1
=E, Y. E{l7’}=E.[1-E{Jl}]. @D

I=-N/2
1#0

It means that the ICI power can be calculated either via the
power of the DC term of the phase-noise spectrum or by sum-
ming all other components. This can be understood intuitively
from the principle of energy conservation (a derivation of this
result in slightly more general form than in [4] can be found in
the appendix).

It is to be noted that the ICI power can be calculated as the
trace or sum of the diagonal elements of the correlation matrix
R, calculated earlier excluding the term E{|.Jo|?} according
to (21)

o2 =tr(Ryy) — Ry(0,0). (22)

C. Calculation of R, j, and R,

Finally, the correlation matrix R, s, , which is required for
estimation of the vector J,, (see Section IV-A), is evaluated by
selecting the required columns and rows of R, the evaluation
of which is described in (21).

In addition, assuming that the data symbols are uncorrelated,
the correlation matrix R.. of the remaining noise terms in the
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MMSE estimator is given by

R.. = diag(E{|G, [’} + o7, ... B{G, [P} +07). (23)

Here, E{|(;,|?} denotes the power of the residual (nonesti-
mated) ICI on subcarrier (;,. Using (5) and (13), the terms
¢(l;) and I; € L can be expressed as

N/2-1

Cl,v: Z Xl,,v—qui—yJu~

v=-N/2
v|>u

(24)

The power of the (;, is calculated similarly as the total ICI
power in (21) using the diagonal elements E{|.J,|?} of the
matrix R ;; beyond the estimation order

N/2-1

S E(LPY.

v=-N/2
v>lu

Bl *} =

VI. CASE STUDIES WITH NUMERICAL RESULTS

To investigate the performance of the proposed algorithms,
we resort to Monte Carlo simulations. System parameters corre-
spond to the IEEE 802.11a Standard [2], i.e., 48 useful carriers,
four pilot symbols that we use for initial CPE correction, 64
QAM with gray mapping, and a half-rate convolutional code
of memory six. One codeword spanned three OFDM symbols
equalling a packet. Within the simulations, six phase-noise cor-
rection schemes are compared:

1) without phase noise;

2) phase noise with ideal CPE correction (ICPE);

3) phase noise with CPE correction using the least squares

(LS) algorithm according to [12];

4) phase noise and genie ICI correction of order u = 3;

5) one-step ICI correction of order u = 3 with initial CPE

correction as in [12]; and

6) phase noise and iterative ICI correction of increasing cor-

rection order up to u = 3 with initial CPE correction as
in [12].

We investigate the performance of these different correction
schemes for both AWGN and frequency selective channels.
Starting with the AWGN channel and a free-running oscilla-
tor (see Fig. 4), we plot as performance criterion the increase of
the packet error rate (PER) as a function of relative oscillator
linewidth é pyy, either at that SNR value for which without phase
noise a typical target value of PER = 1072 is achieved (SNR
= 18.6 dB in case of coded 64-QAM transmission) or the SNR
loss relative to that value.

Although noniterative ICI correction shows better perfor-
mance than CPE correction alone, the results are significantly
worse than those that could be achieved with genie symbol
detection and ICI correction of the same specified order. Ob-
viously, falsely detected symbols used to estimate the phase-
noise DFT coefficients in Step 2 of the noniterative algorithm
deteriorate the estimation result. This problem becomes more
pronounced for a larger phase-noise bandwidth for which ICI
increases together with the CPE estimation error.



PETROVIC et al.: EFFECTS OF PHASE NOISE ON OFDM SYSTEMS WITH AND WITHOUT PLL

10" FAWGN Channel 7 7 7 1T
LO: free—running oscillator, i =i

_ [SNR=18.6dB for PER=107 "~
& : o ;
?g/ ‘CPE corr; Ref; [12] o P
& :
xé 10 ]
E
)
] . TN
< - : : e
K - =3, g‘em'ez et

107K T e S ndphasemise J

10 4 3

10
relative phase noise linewidth SPN

(@)

4

AWGN Channel s
+ LO: free—running oscillator - :
5| SNR=18.6 dB for PER=10""

w
n

N
W

CPE corr., Ref. [12]

—
wn

SNR Degradation @ PER=10">
_ [

<
[

@=3,3it)

. . }0’3 . 5-10°
relative phase noise linewidth BPN

(b)

Fig.4. Performance of the phase-noise suppression algorithms over an AWGN
channel and systems with LO realized as a free-running oscillator as a function
of the relative phase-noise bandwidth § p iy . (a) PER degradation relative to PER
= 1072 without phase noise at SNR = 18.6 dB: AWGN channel for different
correction methods. (b) SNR Ioss relative to PER = 10~2 without phase noise:
Standard and ideal CPE correction versus iterative ICI correction.

To reduce this error propagation problem, iterative processing
turns out to be appropriate. A more gradual reconstruction of the
phase-noise realization is able to correct many residual errors,
and provides results that are roughly an order of magnitude
better than pure CPE correction. As can be seen in Fig. 4(a), the
curves for conventional CPE correction and iterative third-order
ICI correction run almost in parallel as a function of oscillator
linewidth. A further increase of the approximation order did
not improve the performance for our parameters (for a larger
number of subcarriers where more choices to select reliable
neighbourhoods of subcarriers exist, this could be different).
For comparison, the SNR loss for achieving a PER of 1072
relative to the reference value of 18.6 dB without phase noise
on the AWGN is plotted in Fig. 4(b).

Similar results and comments as for the case of a free-running
oscillator apply to a PLL with respect to the performance of iter-
ative and noniterative ICI correction (not shown for the AWGN).
We, thus, turn immediately to the performance of the algorithms
over frequency selective channels illustrated for the example of
an ETSI A channel in Fig. 5(b) that compares free-running os-
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Fig.5. Performance of phase-noise suppression for a fading channel. (a) PER

degradation relative to PER = 102 without phase noise at SNR = 30 dB for
an ETSI A channel for different correction methods for a free-running oscillator.
(b) PER degradation for the same conditions as in (a) with a PLL synthesizer.

cillators and PLL synthesizers.* It is to be noted that the SNR to
achieve the target PER of 10~2 is much higher (30 dB) than on
the AWGN. Also, the sensitivity to phase noise gets more pro-
nounced because subcarriers in a fade get coupled to stronger
adjacent carriers (thus, more DFT coefficients need to be used
for compensation).

The effect of the PLL is twofold. First, it reduces the CPE
because it limits the excursions of the phase-noise process that
drift in a single direction (for a linear phase drift, the DFT co-
efficients decay only with 1/u). This presumably is the most
difficult case for ICI correction. As a consequence, the ICI cor-
rection algorithm has better starting conditions and works well
with a lower correction order. Therefore, the strong rise of the
packet error starts at a notably larger oscillator linewidth when
the charge-pump PLL is used (roughly a factor of 5 larger than
for the free-running oscillator; compare Fig. 5(a) and (b).

A further comment applies to the useful number of iterations.
We observed that the PER benefits more than the BER from the
proposed ICI correction schemes for the following reason: If
many subcarriers of one OFDM symbol are erroneously detected
after the initial CPE correction, the subsequent ICI correction

4Each value in the plots represents at least several hundreds of transmitted
packets with an independent realization of the channel model that did not change
during the packet.
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may even increase the number of errors within one packet, and
these errors will propagate to the next iterations. If, however, the
number of erroneous subcarriers after the first CPE correction
is small, the phase-noise waveform will be reasonably approxi-
mated. This means that the ICI suppresion algorithm can, with
high probability, reduce the number of errors. This, in turn, will
give an even better phase-noise approximation and let the cor-
rections converge to an error-free packet. On the other hand,
for low SNR, the bit error rate (BER) can even worsen with an
increasing number of iterations or correction order (as is typical
for decision feedback schemes).

The sensitivity of a system to phase noise and the performance
of phase-noise suppression algorithms do not depend only on
the transmission system itself, but also on the type of channel,
i.e., the channel transfer function [19]. It is noteworthy that for
AWGN channels and CPE estimation only [see Fig. 4(a)] the
PER degrades significantly already for very small dpx. In our
opinion, along with PER versus 0 p v type of figures, one should
also plot the degradation of the SNR at some PER of interest
(in our case, PER = 1072) as a function of a 6 py. The reason
for this is well seen at the example of the AWGN case. The
PER versus SNR curves in this case are very steep, and thus,
a PER degradation of one order of magnitude corresponds to a
rather small SNR degradation. For frequency-selective channels,
the SNR loss may be not so strong because the slope of the
BER/PER curves is much smaller, although in both cases, the
SNR loss diverges when an error floor occurs. This should be
kept in mind when judging the figures presented in this section.

VII. SUMMARY AND CONCLUSION

Based on accurate knowledge of the ICI correlation matrix,
we presented an algorithm for estimating the DFT coefficients
of the realizations of the segmented phase process e/?() in
OFDM transmission. The central idea is the approximation of
the phase-noise realization by a DFT series. We can simplify
this approximation by using only the lower order coefficients
that dominate the series. Once we have them, we can use them
to correct ICI in an iterative way.

Performance results for a WLAN scenario with AWGN and
fading channels as a function of oscillator linewidth show that
the algorithm can outperform conventional CPE correction by
about one order of magnitude. A detailed comparison with the
behavior of a PLL, which to the knowledge of the authors was
not yet available in the literature so far, showed similar rela-
tions between the different correction schemes with advantages
for the receiver with PLL. The latter predominantly filters the
low-frequency part of the phase-noise spectrum, which makes
CPE correction easier and gives a better start for ICI correc-
tion. To summarize, our proposed algorithm should allow either
less pure (cheaper) oscillators or a smaller subcarrier spacing,
which is of interest for longer channel impulse responses. As the
complexity of the algorithm is certainly not negligible, a trade-
off between complexity (number of iterations, correction order)
and performance has to be found. One to three orders beyond
CPE correction alone appear reasonable. This paper shows a
step further in achieving the “dirty RF paradigm” [32] to com-
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bine the signal processing in baseband with knowledge about
the RF impairments.

APPENDIX I

A. Autocorrelation Properties of the Process ¢I%(*)

The autocorrelation of this process can be found by the rea-
soning for obtaining the spectrum of a random process in [17]
and [18]. Define 232! (¢) = e/*(!), where w, = 27 f. and a(t)
as the stochastic time shift of the output oscillator signal. The
autocorrelation function R(t, 7) of the random process Zogc (),

which needs to be calculated, is defined as
. . w252(t,7)

lim E {emm(t)fa(m))} B

t—o0
where the terms y(t) and o(t,7) represent mean and vari-
ance of the process (a(t) — a(t + 7)). It is to be noted that the
autocorrelation function in this case is also the characteristic
function of the random variable «(t) — (¢ + 7) at the angular
frequency w?.

1) Free-Running Oscillator: The properties of a(t) for a free-
running oscillator are given by (7) and (8). Next, consider the
statistics of «a(t) — «(t + 7) in order to evaluate the function
R(t,T) above, for t — occ. It is easy to show that

t111£10 E{a(t)—a(t+7)}=0  and

lim E{(a(t) — oft + )} = er — 2min(0, 7) = ¢|7|.
— 00
Also, a(t) — a(t + 7) is asymptotically Gaussian, which means
that its asymptotic characteristic function is
w2l

; jwe(a(t)—alt+m)1 — -
tlirrolcE{e t=e "2

This provides the expectation required to calculate R(7) =
lim¢ . R(t, 7). From the above arguments, it can be derived
that the characteristic function of A¢y; for a free-running oscil-
lator can be expressed as

w2elk—|Ts

E{ejACka} —e )

where Ag¢y,; is the cumulative phase-noise increment between
samples [ and k of the received signal given as A¢g =
we(a(kTs) — a(lT), and Ty is the sampling interval.

2) PLL Synthesizer: First, we note that

,u(t) = tll»nolo (Ozvco(t) — Ozvco(t + 7')) =0.
Further, we have

o?(t,7) = lim

t—o0

{(aveo(t) - aveo(t +7))*}
= tlirgoE {a3co(t)} + tliréloE {a}cot+7)}
-2 tlLHolc E {Ozvco(t)ozvco(t + T)} .

Using (8)—(11), one can show that [18]

o2 (6,7) = cunlr | +2 3 (i + 1) (1 - I

=1
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which is independent of ¢. Therefore, the characteristic function
of Ay, for a controlled oscillator can be expressed as

E {ejAtf)m }

w2 no )
77(‘( ’In‘k l‘T +22 /U'I“'Vl)( 7)\17"]‘7”7""))
=€ .

B. PLL Parameters

Within this paper, we used a charge pump PLL of the first
order for which the parameters are given in the following. The
charge pump can be modeled by a linear transfer function of
the form H (s) = kpq*T2t, with zero frequency wy and phase
detector gain k,q. To evaluate (10) and (11), the following pa-
rameters are required:

wp \/w% - 8W17TBPLL
2

Ao =
[y = Cin [ = Cin
1= —7——, M2= T———~
(A1 —22) (A2 — A1)
_ Cin t ¢vco <)»1 A1ho )
m=——-ol\5-——-—
()»1 - )»2) 2 A+ Ao

o = Cintoveo (he - Mo
T )2\ 2 )

Bpy represents the bandwidth of the PLL. Since the order of
the filter is opr = 1, we have n, = 1 + opr = 2 in this case. In
the original reference [18], PLL parameters are also calculated
for other loop filters without a charge pump.

C. Relation Between CPE and ICI Power

An interesting property of the ICI coefficients that can be
intuitively expected is the fact that it just represents that part
of the received symbol energy that is not contained in the sym-
bols purely affected by a common rotation. We remark that the
following relation is the same as the one derived in [4] for a con-
tinuous phase-noise model, apart from the fact that we drop the
assumption N — oo, thus, obtaining the validity of the result
for a single OFDM symbol already.

First, we note that due to the periodicity property of the

DFT coefficients of the phase noise, ) ; /2N1/2 E{|J;|*} =

Zi:o E{|J;|*} holds. Using (6) and the periodicity property
of the ICI coefficients, one finds

N/2-1
> E{l }—ZE{JJ}
i=—N/2 =0
N-1 1 N-1N-1
= 3 E{ej<¢<k>—¢(l>>} ~j5Filk-1)
=0 k=0 1=0
1 N-1N-1
N2 Z E {eJA¢kz} Z eJ 2ri(k-1)
k=0 [=0

where A¢y; denotes the cumulative phase-noise increment be-
tween samples [ and k of the received signal. Using the orthog-
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onality identity of discrete complex exponentials [24]

| N1
72 —j Fo(k=1) *51«1
N v=0

the above summation is evaluated as

N/2-1

Y E{l4f}=1

i=—N/2

noting that for k = I, A¢y; = 0 and €729+t = 1. The last prop-
erty can be used to obtain the power of the ICI using the power
of the dc coefficient of the phase-noise process as

G%CZ = E; [1 - E{|J0|2H .
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