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Abstract—Network operators expect a coordinated handling of
parameter changes submitted to the operating network’s configu-
ration management entity by closed-loop self-organizing network
(SON) techniques. For this reason, a major research goal for
emerging SON technologies is to achieve coordinated results out of
a plethora of independently or even concurrently running use-case
implementations. In this paper, we extend current frameworks
to compute desirable user associations by an interference model
that explicitly takes base-station loads into account. With the aid
of this model, we are able to make considerably more accurate
estimations and predictions of cell loads compared with estab-
lished methods. Based on the ability to predict cell loads, we
derive algorithms that jointly adapt user-association policies and
antenna-tilt settings for multiple cells. We demonstrate by detailed
numerical evaluations of realistic networks that these algorithms
can be applied to capacity and coverage optimization, mobility
load balancing, and cell outage compensation use cases. As a
result, rather than performing any heading or tailing coordina-
tion, the joint technique inherently comprises all three use cases,
making their coordination redundant. For all scenarios studied,
the joint optimization of tilts and user association improves quality
of service in terms of the fifth percentile of user throughput com-
pared with state-of-the-art techniques. The proposed models and
techniques can be straightforwardly extended to other physical
and soft parameters.

Index Terms—Capacity and coverage optimization (CCO), cell
outage compensation (COC), closed-loop optimization, interfer-
ence modeling, Long-Term Evolution (LTE), mobility load balanc-
ing (MLB), self-optimization, self-organizing networks (SONs),
system modeling, wireless network planning and optimization.

I. INTRODUCTION

THE TERM self-organizing networks (SONs) identifies
the next-generation network management technology for

planning, optimization, and healing of wireless cellular net-
works. Although this technology is mainly under discussion
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for the Long-Term Evolution (LTE) generation of wireless
networks within the Third-Generation Partnership Program
(3GPP) consortium, the ideas behind SONs will be also adapted
for legacy cellular network technologies. The standardization
status of SONs with regard to 3GPP release 10 is comprehen-
sively summarized and discussed in [1].

A. Conceptual Framework for SONs

Pioneering work in the area of SONs was done by the
Next Generation Mobile Networks (NGMN) Alliance (see their
white papers [2]) and by the European Seventh Framework
research project Socrates [3]. The concepts developed within
Socrates provide a holistic framework to design SON algo-
rithms and to reveal configuration management (CM) param-
eter interdependence relations and interactions among different
algorithms. Multiple processes can be aggregated to the so-
called use cases, which may be independent or may interact
since they can operate on common CM parameters. Popular
examples of SON use cases for network optimization are mobil-
ity load balancing (MLB), capacity and coverage optimization
(CCO), and mobility robustness optimization (MRO). Each of
these is expected to independently run in a certain deploy-
ment area and to address issues related to imbalanced load
between cells, coverage holes, low signal-to-interference-and-
noise ratios (SINRs), or handover (HO) failures by changing
parameters defined in the CM of the cellular network.

B. SON Use-Case Coordination

These autonomously running SON use-case implementations
naturally run into problems of conflicting parameter changes.
For that reason, SON coordination is necessary for resolving
possible parameter conflicts. The coordination is considered as
the most critical challenge to meet, and therefore, coordination
mechanisms have to be carefully developed.

Clearly, a key achievement toward the acceptance of a
closed-loop implementation of SON use cases (particularly
optimization use cases) by network operators is coordinated
handling of configuration parameters and their optimization
during run time. Consequently, the broad field of coordination
of otherwise autonomously running SON use cases enjoys
continuing popularity in the wireless community.

The need for use-case coordination was first observed and
addressed by the Socrates project. Then, a so-called heading
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Fig. 1. C-SON system integration.

or tailing coordination of conflicting parameters (separately
before or after independently determined parameter changes)
was favored. Out of this research project, a general framework
for coordination of individual and independent SON use-case
implementations was first introduced in [4]. A policy-based
approach to SON use-case coordination is given in [5]. This
policy-based approach was used for tailing coordination on top
of otherwise independently running MLB and MRO use-case
implementations in [6].

C. Integrated SON Approach Developed in this Paper

The approach taken in this paper is different. Instead of
having separate and independently running use-case imple-
mentations whose outcomes are coordinated afterward (tailing
coordination), we address separate use cases into one algorithm
and optimize the cellular network toward a joint target. Thus,
coordination is inherent in the optimization, avoiding the need
for complex policies to coordinate conflicting single use-case
implementations.

As just one example, we demonstrate joint handling of the
continuously running use cases CCO and MLB for a cluster of
cells in an LTE deployment. In addition, we apply the same
method to handle an event-triggered use case of cell outage
compensation (COC) without any changes. This wide applica-
bility is possible, since the approach presented here targets joint
optimization of coverage, user throughput, and load balancing
in a cluster of cells.

1) Scope for Practical Implementation: SON use cases can
be implemented in different architectures, which can be roughly
categorized as distributed, hybrid, or centralized. Depending on
the architecture, SON use-case implementations are expected
to react in different time scales, ranging from milliseconds to
hours.

In this regard, the algorithm proposed in this paper caters to
a centralized SON (C-SON) architecture, which is attached to
an operator’s network management entity. Our C-SON method
aims to optimize certain CM parameters of a collection of
neighboring cells, which we refer to as a cell cluster. Using
state-of-the-art hardware and database technology, the time
cycle for data exchange between the network management and
the C-SON system is typically less than 15 min. Fig. 1 further
shows the C-SON system architecture.

2) Use Cases Addressed: The proposed method explicitly
considers the effect of cell loads on intercell interference and

is thus able to predict an optimal network configuration for
varying traffic loads or in case of sudden changes in the
network configuration, e.g., a base station (BS) power down.
Consequently, the proposed algorithm can be used for the
aforementioned use cases CCO, MLB, and COC and for com-
pensating other drastic network configuration changes, e.g., for
the energy-saving management (ESM) use case.

Since we focus on optimizing the network in time scales of
minutes or even hours, we do not consider the MRO use case,
which usually deals with HO processes evolving in time scales
of milliseconds or seconds.

3) Multiple-Antenna Systems: We do not explicitly consider
multiple-input–multiple-output (MIMO) specifics, as an exten-
sion of CCO toward MIMO deployments is very straightfor-
ward. Later in this paper, we shall estimate the achievable
data rate based on Shannon’s channel capacity in (2), which
already includes parameters a and b to account for, e.g., MIMO
enhancements of the achievable data rates. Methods to estimate
proper values for a and b can be found in the literature. For
instance, Voigt et al. in [7] suggest that a be estimated as
the ratio of Foschini’s [8] to Shannon’s channel capacity and
give guidance on how to calculate a properly normalized a for
cross-polarization and antenna array deployments. In addition,
in [9], Voigt further separates MIMO gains into power gains
due to array types of antennas (reflected by b) and into degree-
of-freedom (multiplexing) gains (reflected by a) and gives
guidance on how to estimate a and b in these cases. A mutual-
information-based approach can be found in [10].

4) Uplink: We will neither include the uplink further than
under usual CCO considerations, as capacity limits and load
imbalances still mainly occur in the downlink, and, e.g., au-
tomated coverage hole detection or random-access channel
(RACH) parameter optimization are out of the scope of this
paper. In addition, we trust that link budget considerations will
be covered outside this algorithm in any comprehensive CCO
implementation.

5) Measurements, Control Parameters, and Constraints: As
stated, we propose a method that combines the MLB and CCO
use cases into a joint optimization for the said cluster of cells.
The input to the algorithm is measurement data of the network
such as performance management (PM) measurement counters
of the BSs and measurements of the user equipment (UE), i.e.,
so-called call traces (CTs), which may be geolocated. These
CTs are either provided from the Minimization of Drive Test
NGMN/3GPP initiative [11] via a Trace Collection Entity [12]
or are proprietary vendor solutions. Further, at least parts of
the current CMs of the cell cluster need to be provided to the
method from the network management system.

The output of the proposed method is CM parameters, specif-
ically tilt changes for antennas and cell individual power offsets
applied in HO algorithms. These parameter changes can be
directly submitted to the network’s CM.

The downlink maximum transmission power of the cells is
not considered in this paper, although it could be an alterna-
tive for tilt optimization in a different implementation of the
CCO part. In addition, the adjustment of antenna azimuths,
beamwidths, or other physical parameters is straightforwardly
realizable with the proposed method.
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For the MLB, CCO, and COC use cases, CM parameter
settings are supposed to fulfill certain constraints, particularly
to assure a minimum pilot or reference signal received power
(RSRP) coverage and a maximum cell load for all cells.

6) Terminology Used: In addition to the term cell cluster,
which denotes a collection of neighboring cells, we use the term
user association, which, in the scope of this paper, comprises
the association of UE with a certain cell in active-mode HO
and idle-mode cell selection and reselection procedures. The
term cell individual offset (CIO) is a common identifier for,
e.g., the real Qrxlevminoffset and Qqualminoffset parameters
for cell selection [13]; Qoffset parameter in cell reselection [13];
and the Ocs, Ocn or Ofs, and Ofn parameters for event Ax
measurements as preparation for HO procedures [14] in radio
resource management (RRM). Such a CIO is thus applied in
cell reselection/selection and HO procedures to the received
power of the cell’s pilot or reference signal with the effect of in-
creasing cells’ serving area for the purpose of user association.

Further, the terms cell and BS are synonymously used
throughout this paper.

D. System Modeling Techniques

The system model used in this paper considers a dynamic
traffic situation where requests arrive to and leave the system
over time. Requests are considered as flows, which represent
individual data transfers of, e.g., web pages, video, audio, or
general data files. Such models are used to model the per-
formance of wireless systems [15]–[18] and are specifically
proposed in the context of SONs [19], [20].

The main reason for using such models is to determine the
estimates of the average resource utilization of a cell, which
we refer to as their load. In an orthogonal frequency-division
multiplexing (LTE) system, the load thus represents the average
fraction of time and frequency resources, i.e., the average num-
ber of physical resource blocks, utilized. This load estimation
can be compared with real network PM counter measurements
(see, e.g., the definition of the “DL PRB Usage for traffic” PM
counter in [21]). Load is a desirable quantity to observe, since it
determines a variety of measures of the quality of service (QoS)
in the network such as delay or throughput.

1) Dynamic Interference: Until recently, these flow level
techniques did not take the dynamics of intercell interference
into account, due to inherent difficulties in solving the underly-
ing queuing-theoretic models (see [22] for details). Typically,
a constant interference level is assumed, which is either the
maximal possible or some kind of time average. While all BSs
in the former case are assumed to perpetually transmit, the latter
case assumes that a sufficiently large number of interference
scenarios are observed by each data flow. Both assumptions,
however, are accurate only in a fully loaded system.

An alternative technique, which we adopt in this paper, has
been proposed recently in [23] and independently in [24]. In
these load models, intercell interference is simply captured by
its time average. As opposed to the latter, the former framework
provides an elegant method to numerically compute the cell
loads, which we adopt here. The latter framework is applied
in [25] for the purpose of load balancing in a heterogeneous

network via a CIO given to low-power nodes (small cells). In
this application, pure load balancing is considered (i.e., MLB
only), and there is no coordination or any other combination
with physical base parameter optimization (i.e., for CCO),
which we target.

2) Optimal User Association: Another line of research,
which this paper ties in with, is provided by Kim et al. on
α-optimal user-association policies in [18]. The drawback of
the approach in [18] lies, again, in the fact that dynamic intercell
interference is not taken into account. In this paper, we extend
their theoretical results by precisely this aspect.

From a more practical point of view, their work provides
desirable partitioning of a given area into cells, but no CIO re-
sults. In addition, it assumes that the UE can take a decision on
cell selection based on knowledge of the loads of surrounding
BSs. However, in 3GPP, the UE only measure power levels and
report them to the BS, where all decisions are taken.

As in real deployments, throughout this paper, traffic inten-
sity is assumed to be nonuniformly distributed over the service
region, which extends the applicability of the results to hot-spot
scenarios and small cell/heterogeneous (HetNet) deployments.

E. Paper Outline

This paper is organized as follows: Section II defines the
system model, including key performance measures and cell
load. Section III states the main theoretical result on the com-
putation of the cell loads and introduces and discusses the opti-
mization problem of interest together with the solution method.
Section IV provides simulations to verify the performance of
the proposed algorithm and discusses the results. Conclusions
are given in Section V. A more detailed description of the
implementation of the algorithm is detailed in the Appendix.

This approach was first presented in [26]. We add to our
initial presentation by proofing convergence of the iteration
used to compute the BS loads and by presenting an additional
in-depth analysis of the algorithm’s properties.

II. SYSTEM MODEL

This section introduces the mathematical model and assump-
tions underlying the algorithms developed later in this paper.

A. Network Layout

Throughout this paper, we consider the downlink of a cellular
network consisting of N BSs covering a compact region R ⊆
R

2. Although BS locations and types can be perfectly arbitrary
in principle, we only consider conventional macro BSs in this
paper. We assume users to be spatially distributed according
to some distribution δ(·) with

∫
R δ(u)du = 1. Users can, in

principle, be mobile with certain restrictions, as subsequently
explained.

1) Traffic Model: Network traffic is modeled on flow level,
where flows represent individual data transfers of, e.g., web
pages, video, audio, or general data files. We assume that the
arrival of flow requests to the network takes place according
to a Poisson process with intensity λ. Flow sizes are assumed
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to be exponentially distributed with common mean Ω. The
terms λ, Ω, and δ(u) determine traffic intensity distribution
σ(u) := λΩδ(u) in megabit per second per square kilometer,
which we use in the remainder of this paper.

2) Network Coverage: For our purposes, we define network
coverage based on power received at each location. Let pi(u)
denote the power received from BS i at location u. We consider
the corresponding coverage region

L := {u ∈ R | ∃i : pi(u) � pmin}

where pmin models the minimum receive power required to
connect to the network. In practice, pmin is governed by ter-
minals’ receiver sensitivity. The degree of network coverage C
is then defined as the fraction of users covered, i.e.,

C :=

∫
L

δ(u) du.

Using standard LTE terminology, we refer to the term C as the
RSRP coverage.

We denote the serving area or cell of BS i by Li ⊂ L. The
association policy defining Li is introduced in Section III. The
collection of cells forms a partition of L, which we denote by
P := {L1, . . . ,LN}.

B. Radio Link and Resource Sharing

As previously stated, let pi(u) denote the power received
from BS i at location u. The inclusion of all path-loss- and
fading-related effects is subsequently discussed. We define the
SINR γi experienced by a data flow at location u with respect
to BS i as

γi(u, η) =

{
pi(u)∑

j �=i
ηjpj(u)+θ

, pi(u) � pmin

0, otherwise
(1)

where θ denotes noise power. In the given equation, we take
into account that a terminal needs to receive a certain mini-
mum signal power pmin to connect to the network. The terms
ηj ∈ [0, 1] denote the loads of the interfering BSs j �= i. The
corresponding achievable data rate is modeled based on the
Shannon capacity, i.e.,

ci(u, η) = min {aB log2 (1 + b γi(u, η)) , cmax} (2)

where cmax denotes the maximum bit rate that is achievable
for the system at hand. The purpose of parameters a and b is
explained in Section II-B6.

In addition, we require that for any two BSs, the set of loca-
tions, where their offered rates are scaled versions of each other,
has size zero, i.e.,

∫
Lij(r)

δ(u)du = 0 for all r > 0 and all sets
Lij(r) := {u ∈ L | ci(u, ·) = r cj(u, ·)}. This merely technical
assumption prevents the algorithm outlined in Theorem 3 from
premature convergence.

1) Fast and Slow Fading: Here, we presume that serving
a data flow takes much longer than the coherence time of a
wireless channel, and thus, data flows observe fast fading by its
average. Similarly, we presume that shadowing effects happen

in a much larger time scale and are constant over the duration
of many flows. Consequently, we assume fast- and slow-fading
effects to be contained in the location-dependent, but otherwise
constant, functions pi(·).

2) Antenna Tilts and Antenna Parameters: Similar to slow-
fading effects, the characteristics of the antennas deployed at
the BSs in general and the antenna-tilt angles in particular may
have a strong effect on the propagation conditions and, thus,
on receive power pi. Throughout this paper, we denote the tilt
angle of all antennas at BS i by ei and collect all tilts in vector
e = (e1, . . . , eN )T . To keep the notation simple, we omit the
dependence of the receive power and all corresponding terms
on the tilts, i.e., we write pi(·) instead pi(·, ei).

3) User Mobility and HOs: While users can be mobile in
principle, we require here that received power pi(·) does not
change during a flow duration. Flow durations are usually rather
short periods, e.g., less than a second, and path gains can be
assumed to be constant over radii of a few meters [27]. As a
consequence, user mobility, although not necessarily zero, is
restricted to a few meters per second, i.e., typical pedestrian
speed. Such “quasi-stationarity” is fairly realistic, as today,
about 80% of all data traffic originates from indoor locations
(e.g., [28]).

HO events are commonly triggered by user mobility and the
slow-fading process. Since both happen in a much larger time
scale than a typical flow duration, here, we do not model HO
events explicitly and assume that a flow remains connected to a
single serving BS during its entire lifetime.

4) Effects of Intercell Interference: Radio link quality is
further governed by the interference scenario, i.e., the collection
of BSs that are transmitting at any given point in time. In
contrast to slow- and fast-fading effects, interference scenarios
evolve in the same time scale as the flow dynamics, and as a
result, data rates and cell loads of all BSs are strongly intercon-
nected. Accurate modeling of these effects leads to so-called
coupled-processor queuing models, which are intractable
analytically [22].

To capture the effect of dynamic interference on data rates,
we resort to the simpler yet still accurate technique that was
independently proposed in [23] and [24]. Rather than modeling
the dynamics of interference conditions explicitly, we consider
the bitrate as if flows are exposed to average interference
conditions. According to the underlying M/M/1 PS queuing
model, load ηi is equivalent to the probability that BS i is
transmitting. Consequently,

∑
j �=i ηjpj(u) in (1) denotes the

time-averaged interference power.
5) Sharing of Radio Resources: Following the approach in

[29], we incorporate an average packet-scheduling gain into the
model via parameters a and b, i.e., choosing larger parameters
for a more spectrally efficient scheduling mechanism. The main
reason for doing so is simplicity. Since fast-scheduling mecha-
nisms explicitly adapt to fast-fading conditions, the approach is
justified when flow durations are much longer than the channel
coherence time. In this case, each flow experiences the effects
of fast fading and fast scheduling only by their averages.

6) Adapting the Link Model With Parameters a and b: Pa-
rameters a and b in (2) are used to further tailor the achievable
data rate with a certain SINR γi and bandwidth B to the
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system under study. The same model is already proposed by
Mogensen et al. in [29] and used to accurately predict spectral
efficiencies of LTE networks based on G-factor distributions.
These parameters capture, for instance, the effects of packet
scheduling (as previously discussed), MIMO techniques, or
system-specific overheads, which individually increase or de-
crease the average bitrates. In this regard, we can think of
products aB and bγi as the effective bandwidth and effective
SINR, respectively.

C. Average BS Resource Utilization

Given the previous definitions, we define the average re-
source utilization of BS i, i.e., its load, as the integral of load
density κi(u, η) := (σ(u))/(ci(u, η)) over cell area Li. In this
regard, let us define the following function:

fi(η) := min

⎧⎨
⎩
∫
Li

κi(u, η)du, 1 − ε

⎫⎬
⎭ (3a)

with an arbitrarily small ε > 0. The operation min{·, 1 − ε}
is of more technical nature. It becomes necessary when we
introduce load-dependent partitions in the following section.
Moreover, observe that (3a) only gives an implicit formulation
of the cell load: The right-hand side also depends on load vector
η via the achievable rates ci(u, η). Let f = (f1, . . . , fN )T

denote the vector-valued function with components fi. The load
vector of interest is then given as a solution to the system

η = f(η) (3b)

i.e., as a fixed point of f in [0, 1)N . Note that in (3a), cell areas
Li are assumed to be fixed, which is an assumption we shall
drop in the following section. Further, the load density depends
on the antenna tilts via receive power pi(·, e) (cf. Section II-B2).
Thus, interpreting the collection of cell areas P and antenna tilts
e as free variables, the load situation in the network is given
as the solution to system η = f(η,P, e). In particular, for all
tuples (P, e), system (3) always has a unique fixed point in
[0, 1)N , and thus, the load is well defined (see [23, Th. 1]).

III. JOINT OPTIMIZATION OF TILTS AND

USER-ASSOCIATION POLICIES

Based on the definitions in the previous section, here, we
introduce the core optimization problem (and several variants
of it) and discuss techniques to its solution.

A. Load as a Proxy for QoS

We observe that the definition of BS loads in (3a) incorpo-
rates all system aspects discussed so far, i.e., the division of
the region into cells Li, the location-dependent performance of
individual radio links ci, and the actual demand intensity and
distribution, which is captured in function σ.

Moreover, the underlying queuing-theoretic framework sug-
gests that a variety of QoS-related measures are strictly mono-
tonic functions of BS loads ηi. For instance, in an M/M/1
PS system, the average number of active flows is given by

(ηi/1 − ηi). A key measure of QoS is the actual throughput
perceived by the users. For the model at hand, the throughput
per service request is defined as the size of a flow divided by its
sojourn time in the system. An estimate of the time-averaged
flow throughput at location u in cell Li is given for all locations
u by the expression (1 − ηi)ci(u, η) (see, e.g., [30] and [31]
for details), which is likewise monotonic in ηi. Thus, reducing
the load jointly improves all quantiles of the spatial throughput
distribution.

B. Multicell Objective Function

Despite the appealing properties of BS loads, it remains to
define a utility function that captures QoS in cases of multiple
BSs and, at the same time, lends itself to numerical optimiza-
tion. Following the work of Mo and Walrand in [32], Kim et al.
proposed in [18] the use of a parameterized function of the
BS loads as an objective function in multicell scenarios, which
we also adopt here. Let ηi denote the load of BS i, as defined
in (3a), and let α � 0 denote a nonnegative parameter. We
consider the objective function

Φα(η) =

{∑N
i=1

(1−ηi)
1−α

α−1 , for α �= 1∑N
i=1 − log(1 − ηi), for α = 1

(4)

which is supposed to be minimized. Depending on parameter α,
function Φα embodies different optimization goals. For α = 0,
(4) reduces to the sum of the BS loads. Since ηi denotes
the average resource utilization at BS i, 1 − ηi measures the
average amount of resources available at BS i. In this regard,
minimizing Φα for α = 1 is equivalent to maximizing the geo-
metric mean of the resources available in the network. Further,
for α → ∞, minimizing Φα becomes equivalent to minimizing
maxi ηi, which yields solutions with balanced loads.

Generally, the choice of parameter α in the objective depends
on network operators’ preferences. For the purposes of this
paper, we are particularly concerned with the case α = 1 for
the following reasons: Objectives Φα for α � 1 to a certain
extent prevent overload situations (

∫
Li

κi(u, η)du � 1) since
they tend to infinity whenever BS loads approach 1. Moreover,
we are in favor of minimizing the total system load rather than
distributing load equally among cells, which we do not consider
as a desirable objective in itself. Taking α = 1 satisfies both
requirements in the best way possible.

C. Problem Formulation

Let e and P denote the vector of antenna-tilt angles and the
collection of cell areas, respectively. The optimization we are
concerned with in this paper is formulated as

minimize
P,e

Φα(η)

subject to η = f(η,P, e), C � Cmin. (5)

The first condition η = f(η,P, e) ensures that the objective
is evaluated at the solutions to system (3b), where we also
consider the dependence of function f on P and e. The second
condition ensures that network coverage is satisfactory. Note
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that the second condition does not depend on the particular
choice of P .

Surely, problem (5) is considerably complex, due to the
implicit formulation of the loads, the rather unorthodox variable
P , and the frequently unpredictable effects of antenna tilts
on receive power pi and, thus, the loads themselves. In the
following, we discuss the optimization over P and e separately.

D. Optimization Over the User-Association Policy

We first focus on minimizing Φα over the collection of cell
areas P , assuming tilt vector e to be fixed and such that C �
Cmin is satisfied, which yields

minimize
P

Φα(η)

subject to η = f(η,P). (6)

For the purposes of this section, consider a general user-
association policy, which is defined via functions q taken from
the set

Q :=

{
q : L → [0, 1]N

∣∣∣∣∣ ∀u∈L :
N∑
i=1

qi(u) = 1

}
.

The value qi(u) gives the degree or probability of location u
belonging to cell i. Consider further the set of loads generated
by all possible association policies, i.e.,

F :=

⎧⎨
⎩η ∈ (0, 1)N

∣∣∣∣∣∣ ∃q∈Q∀i : ηi =
∫
L

qi(u)κi(u, η) du

⎫⎬
⎭ .

(7)

Further, we introduce a key property of the corresponding set
F as follows.

Property 1 (Full Convertibility): Let κi = (κ1, . . . , κN ) be
a vector of load densities defined over some covered region
L. Further, let F denote the set of all possible loads under a
generalized association policy, as defined in (7). Set F is said
to have the property of full convertibility if, for all η, η′ ∈ F ,
we can find function q̃ ∈ Q such that, for all i, the following
relation holds:

ηi =

∫
L

qi(u)κi(u, η) du =

∫
L

q̃i(u)κi(u, η
′) du.

Property 1 basically states that loads η ∈ F need not nec-
essarily be represented as fixed points because the fixed-point
representation can be converted into a conventional integral,
where the integrand does not depend on η itself.

1) Specific User-Association Policies: To define cell areas
with desirable properties, we adopt a user-association policy
proposed in [18], which lets users connect to BSs according to
the offered data rate and the current load situation. Specifically,
location u is associated with BS i if condition i = s(u, η) holds,
with

s(u, η) := argmax
j=1,...,N

(1 − ηj)
αcj(u, η). (8a)

The corresponding cell areas and partition of region L are
given by

Li(η) := {u ∈ L | s(u, η) = i} (8b)

respectively. Parameter α allows to control the sensitivity of the
association rule to load ηi of BS i. For α = 0, user association
is purely based on the achievable rate ci(u, η), which depends
on the loads of all BSs except BS i [cf. (1)]. For increasing α,
factor (1 − ηi)

α forces users to avoid highly loaded BSs even
if they provide good achievable rates. In case of ambiguities,
users connect to the cell with the lowest index i.

2) Minimizing Properties: Note that, under the user-
association policy in (8a), cell areas Li are completely specified
by load vector η. Honoring this fact, let us define the corre-
sponding load functions as

f̃i(η) := min

⎧⎪⎨
⎪⎩

∫
Li(η)

κi(u, η) du, 1 − ε

⎫⎪⎬
⎪⎭ (9)

with cell Li(η) being defined in (8). We state the following re-
sult on the optimality of policy (8a) with regard to problem (6).

Theorem 2: Let L denote some coverage region, and let κ
and F denote a vector of load densities defined on L and the
corresponding set of loads, respectively. Assume that F has
Property 1. Further, let η∗ denote a solution to the system

η = f̃(η) (10)

with f̃ = (f̃1, . . . , f̃N )T defined in (9). Then, the correspond-
ing partition P(η∗) = {L1(η

∗), . . . ,LN (η∗)} is a minimizer of
problem (6).

The proof of Theorem 2 is provided in Appendix A. Using
Property 1, the essential steps follow those in the proof of
[18, Th. 1]. Due to the dependence of load density κ on the load
itself, the structure of set F in (7) is more intricate compared
with that in [18]. In particular, it appears difficult to prove
the convexity of F in our case, even if full convertibility is
assumed, so that a simple additional argument is required to
prove optimality.

3) Calculating Cell Areas: After showing the optimality of
the association policy in (8a), we now state a result on how to
compute load vector η that is generated by this rule.

Theorem 3: Consider the load model in (3) where the cell
areas are defined according to (8). Further, consider the iteration
given by

η(k+1) := b(k)f̃
(
η(k)

)
+
(

1 − b(k)
)
η(k) (11)

where f̃ = (f̃1, . . . , f̃N )T is defined in (9), and b(k) ∈ [0, 1]
denotes some properly selected step size. Let {η(k)} denote the
sequence generated by iteration (11), then {η(k)} converges to
a fixed point of (10).

Assuming full convertibility and, thus, Theorem 2 to hold,
the proof is equivalent to the proof of [18, Th. 1]. In case full
convertibility does not apply, the same proof applies, and The-
orem 3 still holds; however, we cannot guarantee uniqueness
of a fixed point of (10). In this case, it may be possible that
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iteration (11) converges to a local optimum or may have subse-
quences, which individually converge to separate fixed points
with the same function value. The existence of at least one
such fixed point, however, is secured. In this regard, condition
min{·, 1 − ε} in (9) is needed, since for η = 1, the mapping f̃ ,
which is due to the policy in (8), is not continuous.

E. Introducing Additional Load Constraints

As stated in Section III-B, using parameter α � 1 in objec-
tive function Φα in problem (5) inherently leads to solutions
with ηi < 1, for all i = 1, . . . , N , since Φα grows without
bound otherwise. Frequently, however, it is desirable to intro-
duce additional load constraints in the form of η < η̂ for some
constraint vector η̂ ∈ (0, 1)N . The following sections discuss
possible ways on how to integrate load constraints into the
optimization and how to deal with infeasible constraints.

1) Integrating Load Constraints Into the Objective Func-
tion: A straightforward approach to deal with additional con-
straints on the load is to replace all “1” in objective function Φα

with η̂i, i.e.,

Φα(η) =

{∑N
i=1

(η̂i−ηi)
1−α

α−1 , for α �= 1∑N
i=1 − log(η̂i − ηi), for α = 1.

Without proof, we state that the corresponding optimal user-
association policy can be obtained by equivalently replacing
all “1” with η̂i in (8a) and replacing condition 1 − ε with
η̂i − ε in (9).

In this regard, note that operation min{·, η̂i} in (9) renders all
solutions with η � η̂ infeasible, and thus, only strict inequality
constraints are meaningful. For obvious reasons, this technique
only works for objective functions Φα with parameter α � 1.

2) Dealing With Infeasible Load Constraints: Assume that
for a given vector of tilts, problem (6) for some α � 1 and
some additional load constraints η < η̂ integrated into the ob-
jective is infeasible in the sense that there is no feasible partition
P , such that constraint η < η̂ is satisfied. Before proceeding
with this case, we assert the following property of solutions to
the user-association problem (6).

Assertion 4 (Monotonicity of the Solution): For a given
vector of tilts e, let η∗(α) be a solution of problem (6) with
parameter α. Then, there exists α̂ such that for 0 � α, α′ � α̂,
the following relation holds:

α � α′ ⇒ max
i

η∗i (α) � max
i

η∗i (α
′).

Although we are not able to provide a proof for the given
statement in this paper, we find it to hold in numerical eval-
uations for a certain range of parameter α. Fig. 2 shows
one example, where we can observe a monotonic decreasing
maximum cell load in the given cluster of cells for increasing
parameter α at least for a certain interval.

Assertion 4 suggests that if the optimization in (5) is in-
feasible for some parameter α′, it may be feasible for other
parameters α with α > α′. To mitigate overload situations as
much as possible and in light of Assertion 4, we propose to
perform a simple search for a suitable parameter α. Let e

Fig. 2. Impact of user-association parameter α on cell loads for a given tilt
configuration.

be a vector of tilts, and let η∗(α, e) denote the solution to
problem (6) for a given parameter α without any additional load
constraints. In case load constraints η < η̂ are given, we select
α according to the rule α = g(e, η̂) with

g(e, η̂) := min {α′ � 1 | η∗(α′, e) � η̂} . (12)

In an actual implementation, the value α needs to be found
by repeatedly computing fixed point η = f(η, e) for different
values of α.

F. Optimization Over Tilt Angles

Based on our results in the previous section and assuming
that full convertibility holds, we can equivalently reformulate
the original optimization in (5) as follows:

minimize
e

Φα(η)

subject to η = f̃(η, e), C � Cmin (13)

where we exploit the fact that for any vector of tilts e, the load
vector minimizing Φα is given as the unique solution of system
η = f̃(η, e), which is defined in (10).

Unfortunately, in practical systems, no general mathematical
model is able to describe the concrete effect of the tilt on
the average receive power pi(u, e) at all locations u. Due to
complex antenna patterns, varying building types and densities,
vegetation, and site-specific characteristics, every propagation
scenario is different, and general statements about the existence
of globally optimal solutions of problem (13) or methods to
compute them cannot be made.

For this reason, we propose resort to heuristic search tech-
niques to optimize over the antenna-tilt angles, such that we
achieve at least an improvement over some initially given tilt
configuration. In particular, we use the Taxi Cab method, which
is a simpler version of Powell’s method [33], to search for
optima of problem (13). A comprehensive description of the
algorithms as used in the numerical evaluations is provided in
Appendix B. Here, we summarize the basic steps as follow.

• The algorithm starts with an initial tilt at each BS and a
given parameter α, which defines objective function Φα.
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• The algorithm iterates through the BSs in a certain order
(and possibly multiple times). For each BS, a certain set of
tilt angles under test is defined based on its current tilt.

• For each BS, the algorithm loops through the set of tilt
angles and computes network coverage C(e), load η∗ =
f̃(η∗, e), and objective function value Φα(η

∗). If the load
constraint cannot be fulfilled, other values for parameter α
are tested.

• Among all coverage and load-feasible tilts, the tilt mini-
mizing the objective is selected.

• If no feasible tilt can be found, tilt selection is performed
among all tilts tested, where priority is given to coverage.

As stated in Section III-D, condition η = f̃(η, e∗) yields opti-
mal partition P∗ for any optimizer e∗ of problem (13).

G. Aspects of Practical Implementation

In practical scenarios, the proposed algorithm requires ac-
curate data of average receive power pi(·) (or propagation
conditions) and of traffic demand δ(·) at all relevant locations.
This section briefly discusses how such information may be
obtained in practical setups.

1) RSRP and Location Measurements: UE locations may be
determined by geolocation techniques such as triangulation or
by Global-Positioning-System-assisted systems, where the UE
reports their coordinates u to their currently associated BSs.
In addition, UE shall measure and report long-term received
power from several surrounding BSs. In the case of missing
receive power data, e.g., for tilt configurations that have not
been previously applied during network operation, ray-tracing
techniques or drive tests can be utilized to ensure detailed
knowledge about the network.

2) Traffic Measurements: The mean location-dependent
user arrival intensity λδ(u) and mean flow size Ω (data amount)
may be derived from UE-based measurements. Combining the
arrival intensity and mean file sizes yields the spatial distri-
bution of traffic demand σ(u). Note that these quantities may
highly depend on the time of the day and on the weekday. Long-
term assessment of the traffic may be assisted by databases.

3) Central SON Entity: Collecting and processing that in-
formation requires a central unit, which practically creates a
virtual representation of the network and its behavior according
to the proposed model and updates it continuously. On the basis
of that network representation, several scenarios, e.g., for COC
or ESM, can be pretested by this entity, which would not be
possible in a distributed SON approach.

4) Application of Cell Partition: The adaptation of optimal
partition P∗, respectively, of the adjusted user-association pol-
icy, can be realized in multiple ways. Since UE at location u
shall be permanently associated with a specific BS, this affects
initial cell selection, cell reselection, admission control, and
HO processes. In the numerical investigations, we transform
optimal partition P∗ into standard-compliant CIOs. The corre-
sponding algorithm is detailed in Appendix C.

IV. NUMERICAL VALIDATION

Here, we present simulation results, utilizing a deploy-
ment and propagation model of a real network deployed in

TABLE I
COMPARISON OF CHARACTERISTICS OF THE MODEL AND SIMULATIONS

a metropolitan area of a large city in North America. We
consider three concrete algorithms derived from the model in
the previous sections and assess their performance.

A. Simulator Details

Simulations are performed by a state-of-the-art system-level
simulator for the LTE standard, which implements the full
user-plane functionality of LTE release 8 specifications for
the PDCP, RLC, MAC, and PHY layers. In addition, most of
the corresponding control-plane functions are included in the
simulations. The underlying channel model is of the Kronecker
type for MIMO scenarios. A variety of fading ITU profiles
and user speeds can be chosen. The link layer performance is
independently simulated and is applied within the system sim-
ulations by mutual-information-based exponential SNR map-
ping. Table I provides the main differences between the network
model used by the algorithm and the settings and procedures
implemented in the simulation tool.

B. Simulation Scenario

The network consists of 18 sites, which are sectorized to
57 cells in total. The BSs are deployed within a region of about
2 × 2 km2 and exhibit intersite distances between 300 and
500 m. The area covered is densely populated in most parts.
We also consider elevation data of the environment. General
parameters of the LTE network are a common bandwidth of
10 MHz at 46-dBm maximum output power and BSs with a
single antenna, which are modeled by realistic 3-D patterns.
For the proposed algorithm, we consider a minimum RSRP
coverage of Cmin = 0.95, with pmin = −115 dBm measured
over 10 MHz.

Fig. 3(b) shows the spatially heterogeneous distribution of
user arrival intensity λδ(u), originating from measurements of
the corresponding live network at a peak hour. Daily traffic
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Fig. 3. (a) Traffic intensity throughout a day relative to the peak hour [34] and
(b) measured spatial traffic distribution at the peak hour.

variations are taken from [34] [see Fig. 3(a)]. The traffic
demand at a peak hour averaged over the scenario region is
σpeak = 20 Mb/s/km2; the mean flow data size is constant
over time and amounts to Ω = 200 kB. As shown, the scenario
reveals several hot spots and regions with lower user density in
between. Maximum differences in traffic intensity are up to a
factor of 6 and 105 in time and space, respectively. For the dif-
ferent use cases, we take a snapshot of the traffic intensity at full
hours and simulate at least 180 s of real time for each snapshot.

C. Algorithms Considered

In the following, we investigate three algorithms.
1) Adaptation of CIOs only (Algorithm CIO): This algo-

rithm solves problem (6) with α = 1.
2) Joint adaptation of CIOs and tilts (JOINT1): This algo-

rithm solves problem (13) with α = 1.
3) Joint adaptation of CIOs and tilts with additional load

constraint η � (0.6, . . . , 0.6)T (JOINT2): This algo-
rithm solves problem (13) with load constraints and ap-
plies the techniques discussed in Section III-E.

Once computed, optimal partitions P∗ are transformed into
CIOs using Algorithm 2, as detailed in Appendix C. Further
details are provided in Appendix B.

D. Reference Simulations

Two use cases are carried out to assess potential performance
improvements and gains by joint CIO and tilt adjustment: an
event-triggered COC at the peak traffic hour and a continuous
CCO/MLB in a 24/7 mode.

For the CCO use case, we consider the following two refer-
ence cases:

A) the network in its initial state as configured in reality, i.e.,
without any adaptation (denoted by INITIAL);

B) adaptation of tilts only via a current state-of-the-art CCO
optimizer in [35] and [36], which is not load aware
(denoted by TILT).

For the COC use case, we consider the network in normal
operation and optimized by JOINT1 (denoted by NORMAL
OP) and the network during outage (denoted by FAILURE).

E. Model Accuracy

For analysis of the model’s accuracy, we carry out a snap-
shot simulation of 60-s duration of the nonoptimized network

Fig. 4. Cell loads ( ) overestimated and ( ) underestimated. ( ) More
precise cell load estimation.

(INITIAL) at 8 P.M. and evaluate the cell loads for five
randomly selected cells. The simulated loads are calculated
as the mean utilization of physical resource blocks up to the
simulation time (see Fig. 4).

Fig. 5(a) shows the convergence of the fixed-point iteration
given by (11). It is shown that (11) converges within 13 iteration
steps. The comparison of the estimated values of the cell loads,
i.e., solution to system (10), and the average resource utilization
in Fig. 5(b) reveal the following scenarios.

1) For the given network and simulator configuration, the
mean resource utilization already settles after 60 s of
simulation.

2) The values obtained by solving system (10) fit the simu-
lation fairly well.

Fig. 4 shows another comparison of the cell loads obtained
by simulation and three different flavors of estimated loads,
respectively of the fixed point, by considering

1) full interference ( );
2) low interference ( ), i.e., interference intensity that is

independent of the BS (which precisely corresponds to
the model proposed in [18]);

3) BS-individual interference (loads) ( ) in the computation
of the achievable rates ci(·, η).

The accuracy of load estimation highly depends on the inter-
ference and rate model that is used. Assuming full interference,
one clearly overestimates the cell loads within the network.
Assuming too low interference underestimates the cell loads.
Highest absolute differences can be observed for highly loaded
cells. As shown, the deviation of the estimated values from
the simulated values (distance to the purple dashed line) can
be significantly reduced by considering BS-individual loads,
improving the accuracy of load estimation and affirming the
application of the model.

F. Continuous Use Case: MLB/CCO

We perform snapshot simulations to assess the network’s
behavior for the traffic load every 2 h during the day. Prior
to taking snapshots, all algorithms are triggered to adapt the
network to the corresponding traffic situation at that hour of the
day. The results are shown in Figs. 6 and 7.
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Fig. 5. (a) Convergence of a fixed-point algorithm for randomly selected cells. (b) Comparison of estimated values and resource utilization obtained by simulation
and averaged over the interval [0, t].

Fig. 6. User throughput cumulative distribution function at 10 P.M.

Applying any of the algorithms presented to the network
reduces the maximum cell load in the network. Algorithm CIO
yields considerable reduction in maximum cell loads not before
the load exceeds 50%. Only then that (1 − ηi) has considerable
influence on the user-association mechanisms. During the peak
hour (when loads are rather high), CIO improves the user
throughput slightly.

In contrast, drastic improvement can be achieved by vary-
ing the antenna tilts. The state-of-the-art tilt optimizer TILT
achieves considerable improvements in user throughput by
reducing the interference among the cells (by reducing the cell
overlap area given a certain threshold). This yields reduced cell
loads due to higher modulation and coding schemes and, thus,
to higher user throughput.

An even higher improvement can be achieved by taking the
cell load directly into account, which is done by JOINT1.
According to the objective function, CIOs and antenna tilts are
applied, which maximize the sum of logarithms of the BS idle
times. Consequently, cell loads are reduced, and highly loaded
cells are avoided, which leads to substantial improvements in
user throughput, both at 5% and 50%. Interestingly, improve-
ments are also possible during low traffic times and not only at
the peak hours.

As stated previously, the presented algorithm indirectly fol-
lows the goal of reducing the cell loads. In turn, this means

that the average resource utilization is being reduced while
serving the traffic offered. Hence, we can observe a certain
gain in the average network spectral efficiency throughout the
day: INITIAL: 0.97 b/s/Hz, CIO: 0.93 b/s/Hz (−1.3%), TILT:
1.18 b/s/Hz (+21.6%), JOINT1: 1.43 b/s/Hz (+47.3%). Algo-
rithm CIO reveals slightly reduced spectral efficiency for the
sake of improved user throughput at the peak hour, since users
are forced to connect to lower loaded cells at the cost of lower
rates ci and, thus, lower spectral efficiency.

G. Event-Triggered Use Case: COC

We consider the network to be already optimized according
to Algorithm JOINT1. To create a severe cell outage situation,
between 8 P.M. and 11 P.M., we switch off the two cells with
the highest load (which also happen to be neighbors). We then
observe the capability of different algorithms to compensate the
cell outage. Simulation results are presented in Figs. 8 and 9 and
are explained as follows.

The cell outage creates very unfavorable load conditions
because neighboring BSs have to serve the traffic originally
served by the BSs in outage. The maximum resource utilization
among the remaining cells increases from around 63% to 100%
at the peak hour, i.e., 10 P.M. (see Fig. 8). This overload
situation severely degrades the QoS in the network, which is
shown by much lower percentiles of the user throughput, as
shown in Fig. 9.

The current state-of-the-art network optimizer (denoted by
TILT) cannot resolve the overload situation in the network
(since it is not load aware) and only slightly reduces interfer-
ence, leading to slightly improved user throughput.

In contrast, optimized CIOs (Algorithm CIO) lead to im-
proved user throughput since they ensure that cell loads do not
reach 100% (see Section III-E) and avoid congested cells. The
maximum CIO being applied amounts to 5.25 dB. However,
in this scenario, a 5% user throughput of 1 Mb/s (more often
than not a magic number for network operators) cannot be
achieved, because the maximum cell load is still rather high
with 95%.

Algorithm JOINT1 (with fixed α = 1) is able reduce the
maximum cell load to 85%, which leads to an increased 5%
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Fig. 7. (a) Maximum cell loads and (b) user throughput 5% and 50% throughout a day. Antenna tilts and CIOs are in their initial configuration or optimized by
different algorithms.

Fig. 8. Maximum cell loads during cell outage.

user throughput of more than 1.4 Mb/s. Thus, the additional
“assistance” of tilt adaptation yields substantial improvements
in the network’s ability to serve the traffic and in providing
sufficient QoS. Hence, the maximum CIO being applied is also
smaller with 4.25 dB compared with CIO.

In both cases, i.e., CIO and JOINT1, overload is avoided by
utilizing Φ1 as an objective function. One can clearly identify
a correlation between the (maximum) cell load and the user
throughput (lower quantiles): The higher the load, the lower the
throughput, as stated in Section III-A. This leads to the idea
of choosing the user-association parameter α > 1 and defining
a maximum allowed cell load vector of η̂ = {0.6, . . . , 0.6}T ,
which is done for JOINT2. It can be observed that this goal
can almost be achieved (68% at 10 P.M.), almost reaching
the value during normal operation (63%). In turn, this yields
significant improvement of the 5% user throughput, increased
from 0.3 to 2.38 Mb/s close to 2.87 Mb/s (NORMAL OP).
At 10 P.M. the optimal user-association parameter amounts to
α′ = g(e, η̂) = 3, yielding a maximum CIO of 5.75 dB.

V. CONCLUSION

In this paper, we have extended current frameworks to
compute desirable user associations by an interference model,

which explicitly takes BS loads into account. With the aid of
these models, we were able to make considerably more accurate
estimations and predictions of the cell loads compared with
established methods.

Based on the ability to predict the cell loads, we have intro-
duced an algorithm for optimization of user-association policies
and antenna-tilt settings. We have shown that the algorithm can
be employed on the CCO and MLB SON use cases with no
modification.

Instead of performing any external (heading or tailing) co-
ordination of two concurrently running use-case algorithms,
it jointly optimizes the aforementioned parameters in a given
cluster of cells, which significantly simplifies the process of co-
ordinating different SON use cases. In addition, application of
the joint algorithm verifies that it outperforms the optimization
of antenna tilts alone (a current state-of-the-art capacity and
coverage optimizer) and that it is also better than optimization
of user-association policies only, in terms of spectral efficiency
and user throughput.

Moreover, the method is also able to compensate for cell
outages within the given cluster of cells. Without any use-
case-specific changes, the algorithm automatically adapts the
antenna tilts and the user-association rules of the remaining
cells in the cluster to cope with the overall coverage, user
throughput, and cell load thresholds.

The antenna-tilt-setting changes proposed by the algorithm
can be directly applied to the configuration management entity
of a cellular network. The optimized user-association rule,
however, needs to be transformed into possibly air-interface-
dependent admission control and HO parameters, i.e., CIOs,
to take effect for cell selection, cell reselection, and HO algo-
rithms of the RRM. A corresponding algorithm is provided.

APPENDIX A
PROOF OF THEOREM 2

First, note that problem (6) can equivalently be written as

minimize
η∈F

Φα(η). (14)
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Fig. 9. (a) User throughput 5% during outage and (b) user throughput cumulative distribution function at 10 P.M.

Now, assume that function f̃ has a fixed point, e.g., η∗, and let
η ∈ F be any other point. Let q∗ denote the association policy
given by (8a) for η∗, i.e.,

q∗i (u) =

{
1, if i = s(u, η∗)
0, otherwise

and let q ∈ Q denote any association policy corresponding to η.
Now, we observe the following relation:

∇Φα(η
∗)T (η − η∗)

=

N∑
i=1

ηi − η∗i
(1 − η∗i )

α

=

N∑
i=1

∫
L qi(u)κi(u, η)du−

∫
L q

∗
i (u)κi(u, η

∗)du

(1 − η∗i )
α

=

N∑
i=1

∫
L q̃i(u)κi(u, η

∗)du−
∫
L q

∗
i (u)κi(u, η

∗)du

(1 − η∗i )
α

=

∫
L

N∑
i=1

q̃i(u)− q∗i (u)

(1 − η∗i )
α ci(u, η∗)

σ(u) � 0.

In the given equation, line two simply follows from η∗, η ∈ F .
Line three follows from full convertibility, i.e., there exists an
association q̃ ∈ Q such that each ηi can be represented as an
integral over κi(u, η

∗) instead of κi(·, η). The inequality in
the last line follows from the definition of q∗, which lets the
summation be nonnegative for all u.

We further observe that for α > 0, function Φα is strictly
convex, which implies that the relation ∇Φα(η

∗)T (η − η∗) �
0, for all η ∈ F , is a necessary and sufficient condition for η∗ to
be the unique optimizer of Φα over set F , that is, if F is convex.
Instead of showing convexity of F (which appears difficult),
consider its convex hull, e.g., F̄ , which is a convex set. For
η = cη′ + (1 − c)η′′, with η′, η′′ ∈ F , we can write

∇Φα(η
∗)T (η − η∗) = c∇Φα(η

∗)T (η′ − η∗)

+ (1 − c)∇Φα(η
∗)T (η′′ − η∗) � 0.

The given equation follows, since the optimality condition
holds for all η′, η′′ ∈ F and, therefore, for all their convex
combinations as well. Since the optimality condition holds for
all η in F̄ , fixed point η∗ is the sole optimizer of problem (6).
For α = 0, objective Φ0 is a linear function of the load vector,
and multiple fixed points η∗ may exist, which yield the same
objective function value.

APPENDIX B
JOINT OPTIMIZATION OF TILTS

AND USER ASSOCIATION

Algorithm 1 exactly corresponds to Algorithm JOINT2, as
described in Section IV-C. Algorithm JOINT1 can be derived
from the flowchart by using η̂ = 1 and fixing parameter α = 1.
Line 14 becomes obsolete.

We start with the initial antenna-tilt setting e(start) and con-
sider the required constraints, i.e., minimum RSRP coverage
Cmin and the maximum cell load vector η̂. In addition, we pro-
vide the maximum tilt search distance by eΔ. In the following,
every BS is touched once in each of L loops. Prior to every
loop, the BSs are sorted according their loads ηi in descending
order (l. 4). Starting to vary the tilts of the BSs with highest
loads appears to be beneficial for cell overload resolution and is
therefore adopted here.

Algorithm 1 Joint Optimization of Tilts and User
Association

Input: e(start), Cmin, η̂, eΔ ∈ N+

1: l := 0
2: e := e(start)

3: while (l < L) do
4: B := sort({1, . . . , N}) acc. ηi in descending order
5: for all (i ∈ B) do
6: Ei := {ei − eΔ, . . . , ei − 1◦, ei, ei + 1◦, . . . , ei + eΔ}
7: for all (e′i ∈ Ei) do
8: ei := e′i
9: calculate C(e), α = g(e, η̂), and η∗ = f̃(η∗, e)

10: end for
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11: E ′ := {e′i ∈ Ei|C(e) � Cmin}
12: E ′′ := {e′i ∈ Ei|C(e) � Cmin ∧ η∗ � η̂}
13: if (E′ = ∅) then ei := argmaxe′

i
∈Ei

C(e)
14: else if (E′′ = ∅) then ei := argmine′

i
∈E′

∑
η∗
i
>η̂i

|Li|
15: else ei := argmaxe′

i
∈E′′

∑N
i=1 log(1 − η∗)

16: end if
17: end for
18: l := l + 1
19: end while
20: e∗ := e
21: P∗ := P
22: return P∗, e∗

Now, we regard a certain BS i in a certain loop l. We vary its
antenna tilt ei in steps of one degree within a maximum range
[ei − eΔ, ei + eΔ] (l. 6). The resulting set of tilt values for BS
i is defined as Ei.

For each of the tilt settings e, where e � ei = e′i ∈ Ei, RSRP
coverage C(e), a proper user-association parameter α′ accord-
ing to Rule (12), and the corresponding cell loads η∗ according
to system (10) are computed (ll. 8–9).

Depending on the network statistics calculated, one of the
following actions are performed.

1) If none of the aforementioned tilt settings fulfills the
RSRP coverage constraint (cf. l. 11, E′ = ∅), the tilt
maximizing the RSRP coverage is applied (l. 13),
otherwise.

2) If none of the tilt settings that are feasible in the sense of
RSRP coverage fulfills the maximum cell load constraint
(cf. l. 12, E′′ = ∅), the tilt minimizing the sum of over-
loaded cell areas is applied (l. 14) otherwise.

3) The tilt setting that is feasible both in the sense of min-
imum RSRP coverage and in the sense of the maximum
cell load constraint (cf. l. 12, E′′ �= ∅) and that minimizes
Φ1 is applied.

Note that with this procedure, we ensure that the RSRP
coverage constraint has a higher priority than fulfilling the max-
imum cell load constraint and that, once one of the constraints is
fulfilled, it cannot be hurt in the subsequent optimization steps.

Note further that we do not adopt a min–max load policy, if
the maximum cell load constraint cannot be fulfilled (no proper
α′ can be found and none of the tilt settings resolves the over-
load). Instead, the tilt setting is chosen, which minimizes the
sum of the area of overloaded cells (l. 14). Although this is not
an obvious choice, it has some practical advantages. Since cell
loads tend to decrease for smaller cell areas covering less traffic,
it is more likely to resolve overload situations in case multiple
neighboring cells exhibit too high loads. Simulations have
shown that, applying a min–max load policy, the overloaded
cells are more likely to shift the traffic among themselves rather
than to outer lower loaded cells. However, the optimality of the
proposed policy cannot be necessarily taken for granted.

After the Lth iteration over all BSs, the antenna-tilt setting
applied in the last step is outputted and the corresponding opti-
mal partition P∗ is further transformed into standard-compliant
CIOs by Algorithm 2.

Algorithm 2 Transformation into CIOs

Input: CIOmax, CIOΔ, P∗

1: CIO′ :={−CIOmax, . . . ,−CIOΔ, 0 dB,CIOΔ, . . . ,CIOmax}
2: for all (i ∈ B) do
3: for all (j ∈ B) ∧ (j > i) do
4: CIOi,j = argminCIOi,j∈CIO′ Ai

5: CIOj,i := [CIOi,j ]
−1

6: end for
7: CIOi,i := 1
8: end for
9: CIO∗ := CIO

10: return CIO∗

APPENDIX C
ALGORITHM: TRANSFORM INTO CIOS

To be compliant with current mobile communications
standards, we transform optimal partition P∗ into CIOs. We
simplify the HO and cell reselection processes to the condition,
where an HO from cell i to cell j is initiated. Since we assume
that flow arrivals and service durations happen in much smaller
time scales than the users’ mobility (quasi-stationary, see
Section II-B3), we do not consider hysteresis or time-to-trigger
parameters, which are of much more importance, if MRO is
considered (not part of this paper).

Let CIO := (CIOi,j)
N×N be the matrix of CIOs. An HO

from cell i to cell j is initiated if

pi(u) · CIOi,j < pj(u) (15)

where pi and pj are the two strongest received signal power at
location u ∈ L. Let

v∗(u) := {i |u ∈ L ∈ P∗} (16)

v(u,CIO) := argmax
i,j

CIOi,j
pi(u)

pj(u)
(17)

be the functions that map locations u to BS indexes, according
to optimal partition P∗ and to HO user-association rule (15),
respectively. Further, let

1i(x) :=

{
1, if x = i
0, else.

(18)

On that basis, we formulate the determination of CIOs as

CIO∗ = argmin
CIO

∑
i∈B

Ai(CIO), where (19)

Ai(CIO) =

∫
u∈L

|1i (v
∗(u))− 1i (v(u,CIO))| du (20)

denotes the mismatch of cell i according to P∗ and CIO in unit
area. Hence, we determine the CIOs, which minimize the sum
of areas, where the cells according to P∗ and the cells generated
by adjusting CIOs parameters do not intersect, as shown in
Fig. 10.
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Fig. 10. Minimization of cell overlap.

Equation (19) can be implemented with the help of a directed
search similar to that in Algorithm 1. Algorithm 2 shows
the implementation, where we define CIOmax and CIOΔ as
the maximum CIO value and CIO step size, respectively. For
every BS i, CIOi,j is adjusted with respect to all other BSs
j and according to the minimization of the mismatch area Ai

(l. 4). To ensure a proper user association, the CIOs between
each cell pair is reciprocal, i.e., CIOj,i = [CIOi,j ]

−1 (l. 5).
For completeness, the values in the main diagonal are set to
CIOi,j = 1 (l. 7).
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