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Problem Statement 

In recent years, many accelerators have been developed to make the execution of Deep Neural 

Networks (DNNs) on edge devices possible. Due to the limited on-chip memory of these systems, 

several techniques for increasing the data locality have been introduced in the literature. Hereby, 

layer-fusion reduces the amount of off-chip transfer by directly re-using intermediate results 

instead of subsequently executing the network layers However, this method introduces additional 

changes between layers, called thread changes. Each change has to be handled by the control 

module of an existing accelerator architecture and introduces additional latency. Therefore, the 

task of this project work is to accelerate the thread changes by reducing the latency due to the 

integration of a dedicated hardware module. 

 

Tasks 

• Familiarization with dataflows and layer fusion for DNN accelerators 

• Analysis of the latency of thread changes and layer-fusion 

• Design and implementation of a concept for accelerating the thread changes 

• Integration of designed hardware module in existing accelerator structure 

• Evaluation of the speed-up and the costs of the implementation 

 

Expected Skills 

• Experience in hardware design and its description languages (Verilog, VHDL or Chisel/Scala) 

• Working with tools in a Linux command line environment 

 

Contact Person 

Simon Friedrich, simon.friedrich@tu-dresden.de 

Please include a recent transcript of records when contacting. 
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